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Model Selection in Utility-Maximizing Binary Prediction

Jiun-Hua Su*

Institute of Economics
Academia Sinica

February 28, 2019

Abstract

The semiparametric maximum utility estimation proposed by Elliott and Lieli (2013)
can be viewed as cost-sensitive binary classification; thus, its in-sample overfitting issue
is similar to that of perceptron learning in the machine learning literature. Based on
structural risk minimization, a utility-maximizing prediction rule (UMPR) is constructed
to alleviate the in-sample overfitting of the maximum utility estimation. We establish
non-asymptotic upper bounds on the difference between the maximal expected utility and
the generalized expected utility of the UMPR. Simulation results show that the UMPR
with an appropriate data-dependent penalty outweighs some common estimators in binary
classification if the conditional probability of the binary outcome is misspecified, or a
decision maker’s preference is ignored.

Keywords: Decision-based binary prediction, Maximum utility estimation, Model selection,
Structural risk minimization, Perceptron learning

JEL Classification: C14, C45, C52, C53

*T am grateful to the co-editor, Han Hong, an associate editor, and two anonymous referees for constructive
comments and suggestions. I also thank Peter Bartlett, Le-Yu Chen, Yu-Chin Hsu, Demian Pouzo, James
Powell, and seminar participants at Erasmus University Rotterdam for helpful discussions. Address corre-
spondence to Jiun-Hua Su, 128 Academia Road, Section 2, Nankang, Taipei, 115 Taiwan; E-mail address:
jhsu@econ.sinica.edu.tw.



Model Averaging for Optimal Combined Forecast

Yi-Ting Chen

Chu-An Liu

Abstract

We propose a new model-averaging method for constructing a sequence
of optimal combined forecasts, in which the optimality is defined by
minimizing a normalized asymptotic mean squared forecast error (AMSFE)
of an arbitrary convex combination of the forecast sequences generated
by a set of locally misspecified predictive regressions. Compared to
existing model-averaging methods for once-for-all optimal combined
forecasts, our method accounts for the fact that the AMSFE is dependent
on the in-sample estimation method, such as the fixed (rolling) or
recursive scheme, being used and relied on the asymptotic ratio of the
length of the forecast sequence over the sample size for the first in-
sample estimation. Monte Carlo simulations show that our proposed
method compares favorably with existing once-for-all model-averaging
methods.

A-2



A-3

An attention algorithm for solving large scale struc-
tured [;-norm penalized estimation problems

Tso-Jung Yen® and Yu-Min Yen®

@ Institute of Statistical Science, Academia Sinica, Taiwan, ®Department of International Busi-
ness, National Chengchi University, Taiwan

Technology advances have enabled researchers to collect large amounts of data with lots
of covariates. Because of the high volume (large n) and high variety (large p) properties,
model estimation with such kind of big data has posed great challenges for statisticians.
In this paper we focus on the algorithmic aspect of these challenges. We propose a numeri-
cal procedure for solving large scale regression estimation problems involving a structured
lo-norm penalty function. This numerical procedure blends the ideas of randomization,
blockwise coordinate descent algorithms, and a closed form representation of the prox-
imal operator of the structured [p-norm penalty function. In particular, it adopts an
“attention” mechanism that exploits the residual errors to build a sampling distribution
for picking up regression coefficients for updates. Simulation study shows the proposed
numerical procedure is competitive to the benchmark algorithm for sparse estimation in
terms of runtime and statistical accuracy when both the sample size and the number of
covariates become large.

Keywords: Blockwise coordinate descent algorithms, nonconvex optimization, random-
ized algorithms.

Yen, T.-J. and Yen, Y.-M. (2018). An attention algorithm for solving large scale struc-
tured lp-norm penalized estimation problems (submitted).
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A Smooth Measure for Business Conditions

Yi-Ting Chen

Abstract

We propose measuring business conditions via estimating a smooth
function of time that serves as a common factor explaining the
comovement of economic indicators across business cycles. This smooth
measure can be easily estimated using mixed-frequency indicators and
updated in real time. It is useful for reducing the noises in measuring
business conditions and generating a time derivative to characterize the
change of business conditions in speed and in direction. We also discuss
the estimation and statistical-inference methods, and conduct an
empirical study to illustrate the usefulness of this measure in backcasting
and nowcasting business conditions.
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Forecasting Expected Shortfall and
Value-at-Risk with the FZ Loss and Realized

Variance Measures”®

Ray Yeutien Chou! Tso-Jung Yen*and Yu-Min Yen?

February 13, 2019

PRELIMINARY, COMMENTS WELCOME

Abstract

Value at risk (VaR) and expected shortfall (ES) are two of the most widely used
risk measures in finance. In this paper, we use a semiparametric method, together
with the realized variance measures, to jointly estimate the two risk measures. The
semiparametric method relies on a newly proposed consistent loss function by Fissler
and Ziegel (2016). In addition, we also propose a two-stage method to implement
the estimations. We estimate various structural models and compare their in-sample
estimation and out-of-sample forecast performances with other existing methods. We
find our proposed models featuring with realized variance measures as exogenous vari-
ables can deliver comparable or even better performances on estimating or forecasting
VaR and ES of S&P500 index than the existing methods.

KEYWORDS: Expected shortfall, Forecast, Realized variance measure,
Semiparametric estimation, Value-at-risk.

JEL codes: C22, C53, C58, G17.

AMS 2010 Classifications: 91B84, 62M20

*We thank Yu-Chin Hsu, Yin-Feng Gau and seminar participants in 2018 Cross-Strait Dialogue, 2018
International Conference of Taiwan Finance Association and 2018 macroeconometric modelling workshop
for helpful comments.

fInstitute of Economics, Academa Sinica. Address: 128 Academia Road, Section 2, Nankang, Taipei
115, Taiwan. E-mail: rchou@econ.sinica.edu.tw.

Hnstitute of Statistical Science, Academia Sinica. Address: 128 Academia Road, Section 2, Nankang,
Taipei 11529, Taiwan. E-mail: tjyen@stat.sinica.edu.tw.

$Department of International Business, National Chengchi University, 64, Section 2, Zhi-nan Road,
Wenshan, Taipei 116, Taiwan. Email: yyu min@nccu.edu.tw.
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Quantile Forecasting Based on a Multivariate Hysteretic Autoregressive
Model with GARCH Errors and Time-varying Correlations

Cathy W.S. Chen', Hong Than-Thi', Mike K.P. So?, & Songsak Sriboonchitta®

'Feng Chia University, Taichung, Taiwan
2Hong Kong University of Science and Technology, Hong Kong
3Chiang Mai University, Chiang Mai, Thailand

To understand and predict chronological dependence in the second-order moments of
asset returns, we consider a multivariate hysteretic autoregressive (HAR) model with
GARCH specification and time-varying correlations, by providing a new way to
describe a nonlinear dynamic structure of the target time series. The hysteresis variable
governs the nonlinear dynamics of the proposed model in which the regime switch can
be delayed if the hysteresis variable lies in a hysteresis zone. The proposed model
combines three useful model components for modeling economic and financial data:
(1) the multivariate HAR model, (2) the multivariate hysteretic volatility models, and
(3) a dynamic conditional correlation structure. =~ We incorporate an adapted
multivariate Student-t innovation based on a scale mixture normal presentation in the
HAR model to tolerate for dependence and different shaped innovation components.
We carry out multivariate volatilities, Value-at-Risk, and marginal expected shortfall
based on a Bayesian sampling scheme through adaptive Markov chain Monte Carlo
(MCMC) methods, which allow us to statistically estimate all unknown model
parameters and forecasts simultaneously. We illustrate the proposed methods herein by
using both simulated and real examples and measure for industry downside tail risk

jointly.

Keywords: Hysteresis; MCMC method; scale mixture of normal distributions;
multivariate Student-t distribution; Marginal expected shortfall; Value-at-Risk; Out-of-

sample forecasting.
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A Shift from Pay-as-You-Go to the Individual Retirement

Accounts: in the Case of Taiwan

Hsuan-Chih (Luke) Lin Atsuko Tanaka Po-Shyan Wu*

April 20, 2019

Abstract

This paper analyzes the effects of replacing the current pay-as-you-go public pension system
with the Individual Retirement Accounts (IRA) in Taiwan. To compare the consequences of
the transition dynamics, we incorporate the IRA into the general equilibrium life-cycle model
of Cheng et al. (2018). By conducting counterfactual analysis with focus on the aging popu-
lation, we evaluate how the economy benefits from the shift to the IRA system, using various
measurements of social welfare. In particular, we look at the welfare implications, changes in
the macroeconomic variables (e.g. capital, labor, wages, and GDP), and the intergeneration
trade-offs. The calibration exercise shows that among the key determinants for successful
pension reform are the magnitude and the timing of the reforms, as well as the individuals’

self-insured motives.

Keywords: Pension Reform; Individual Retirement Accounts; Labor Supply; Intensive and

Extensive Margins

JEL Classification: E2, E6, H5, J2

*Lin (Corresponding Author, +886-2-27822791#4207): Institute of Economics, Academia Sinica, 128 Academia
Road, Section 2, Nankang, Taipei 115, Taiwan. (linhc@econ.sinica.edu.tw). Tanaka: Department of Economics,
University of Calgary. (atanaka@ucalgary.ca). Wu: Department of Economics, National Taiwan University.

(r06323001@ntu.edu. tw).



Understanding the Macroeconomic Impact of
Illiquidity Shocks in the US

Yu-Hsi Chou, Chia-Yi Yen

In this paper, we empirically investigate the role of stock market illiquidity
shocks, stemming from Amihud (2002)'s illiquidity measure, in explaining US
macroeconomic fluctuations from 1973 to 2014.

We find that the impact of the illiquidity shocks on economic activity is substantial, and
the historical decomposition analysis shows that the cumulative illiquidity shocks were an

essential contributor to the prolonged economic slump of the Great Recession.

Moreover, our identified illiquidity shocks represent a distinct source of
macroeconomic instability, and the economic significance of the illiquidity shocks is as
large as that of other types of shocks in recent studies, such as financial shocks and
uncertainty shocks.

This suggests that the illiquidity shocks, measured by the change in stock prices,
may contain the information about both the first-moment and second-moment

shocks to financial markets.

Keywords: Stock Market Illiquidity, Vector Autoregression, Great Recession



Long-Term Macroeconomic Effects of Climate Change:

A Cross-Country Analysis

Matthew E. Kahn, Kamiar Mohaddes, Ryan N. C. Ng,
M. Hashem Pesaran, Mehdi Raissi, Jui-Chung Yang

Abstract

We study the long-term impact of climate change on economic activity across
countries, using a stochastic growth model where labour productivity is
affected by country-specific climate variables—defined as deviations of
temperature and precipitation from their historical norms. Using a panel data
set of 174 countries over the years 1960 to 2014, we find that per-capita real
output growth is adversely affected by persistent changes in the temperature
above or below its historical norm, but we do not obtain any statistically
significant effects for changes in precipitation. Our counterfactual analysis
suggests that a persistent increase in average global temperature by 0.04C per
year, in the absence of mitigation policies, reduces world real GDP per capita
by 7.22 percent by 2100. On the other hand, abiding by the Paris Agreement,
thereby limiting the temperature increase to 0.01C per annum, reduces the
loss substantially to 1.07 percent. These effects vary significantly across
countries. We also provide supplementary evidence using data on a sample of
48 U.S. states between 1963 and 2016, and show that climate change has a
long-lasting adverse impact on real output in various states and economic
sectors, and on labour productivity and employment.
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